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Executive Summary 

The lack of a simple and efficient IT platform designed for easy consumption by application workloads is adding to 

the cost of doing business. Cisco HyperFlex Systems
™

 addresses this need while also including the desirable 

features of flexibility and consistent management. 

The Cisco HyperFlex
™

 platform reduces the time needed to deploy the required computing, storage, and network 

infrastructure for desktop virtualization to two hours or less, an order of magnitude faster than with some converged 

systems, which typically require two weeks. 

Citrix XenDesktop and XenApp provide a complete desktop and application virtualization solution that meets 

customer needs for all use cases, from simple task worker environments to the most demanding remote graphics 

workstations. All methods of application and desktop delivery can be deployed quickly from a single platform. The 

Citrix solution provides users with the freedom to access their mobile workspaces from any device, anywhere, 

while providing IT with a more secure and lower-cost alternative to standard Microsoft Windows application and 

desktop deployments. 

When using Citrix XenDesktop as the broker for virtual desktop infrastructure (VDI,) Cisco recommends using Citrix 

Provisioning Services (PVS) for pooled, nonpersistent Microsoft Windows virtual Citrix XenDesktop machines and 

for virtual Citrix XenApp servers. PVS allows IT to simplify the image management of virtual or physical machines 

by using a golden Windows OS image to which multiple machines can boot. This single-image OS delivery 

platform allows nearly immediate use of new computing capacity as it is brought online.  

The studies reported in this document found that Citrix PVS delivers optimal boot times and end-user experience 

for deployments of more than 500 seats. 

Citrix XenDesktop performance on the Cisco HyperFlex platform provides industry-leading baseline and sustained 

Login VSI response times that are 2.5 times faster than that of the leading hyperconverged competitor.1 For the 

tests performed in this study, Login VSI index average end-user response times were 1.02 seconds or less with the 

cluster at the full 1000-user load.  

Reference Architecture Overview 

This section defines current IT Infrastructure challenges and presents a high-level view of the solution and its 

benefits. 

Document Purpose 

This document describes a virtualized solution platform with eight Cisco HyperFlex HX220c M4 Nodes for up to 

1000 Citrix XenDesktop virtual desktops. It provides design and sizing guidelines to help you build solution 

platforms similar to the one tested. This document is not intended to be a comprehensive guide to every aspect of 

this solution.  

Solution Purpose 

Cisco HyperFlex Systems are built on the Cisco Unified Computing System
™

 (Cisco UCS
®
) platform. They offer 

faster deployment and greater flexibility and efficiency at a competitive price while lowering risk for the customer. 

                                                 
1 Based on comparison of Login VSI Analyzer baseline response times for the Cisco HyperFlex platform running Citrix 
XenDesktop 7.8 as described in this document with data from Nutanix Citrix XenDesktop on AHV, Nutanix Reference 
Architecture, Version 2.0, May 2016, RA-2035 

http://go.nutanix.com/citrix-xendesktop-on-ahv.html
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Proven components from Cisco are integrated to form a software-defined storage (SDS) platform. This approach 

eliminates or reduces the need for planning and configuration decisions, while allowing customization to meet 

customer workload needs. The platform and management model adopted is an extension of the established Cisco 

UCS data center strategy, with familiar components managed in a consistent manner through a policy-based 

framework using Cisco UCS Manager.  

Business Challenges 

An efficient IT Infrastructure is integral to the initial success and continued competitiveness of most businesses. IT 

efficiency can be expressed in capital and operating costs to the business. Two major components of operating 

costs for all businesses are human resources and optimal utilization of purchased IT resources.  

The underlying issues that contribute to these operating costs are as follows: 

● Complexity: Complex systems take longer to deploy and require a greater number of highly skilled 

technical staff members. The multitude of technologies and tools required to keep the infrastructure running 

and the nonstandard methods introduced by this approach have a direct effect on failure rates, contributing 

to even more costs to the business. 

● Stranded capacity: Even with virtualization, IT resource consumption is not optimal. The business 

requirements and computing and storage needs of workloads change over time, potentially resulting in 

unused computing or storage resources in the enterprise. One way to prevent this underutilization of 

resources is to introduce flexibility into the architecture so that you can expand computing and storage 

resources independently.  

 

Efforts to reduce management complexity through consolidation of native element managers on preintegrated and 

converged IT infrastructure have resulted in only limited improvements. These factors and the short depreciation 

cycles of capitalized IT resources point to the need for simpler and more precisely controlled components to 

achieve necessary levels of utilization.  

The Solution 

The Cisco HyperFlex solution focuses on simplicity of deployment and operation. It delivers a hyperconverged 

platform that has the advantage of allowing you to start small and grow in small increments without the need for 

expensive storage devices connected to computing resources by either SAN or network-attached storage (NAS) 

methods. A basic cluster requires three hyperconverged nodes managed by Cisco UCS Manager. Beyond this, a 

Cisco HyperFlex cluster can increase computing and storage resources for flexible scaling according to workload 

needs. Flexibility is introduced by creating a cluster with a mix of Cisco UCS B200 M4 Blade Servers as 

computing-only nodes connected to a set of Cisco HyperFlex HX240c M4 Nodes operating as hyperconverged 

nodes. In this scenario, the hyperconverged node provides storage for the Cisco UCS B200 M4 computing-only 

nodes. This feature allows either storage or computing capacity to be added independently to achieve optimal 

levels of cluster resources. 

 The Cisco HyperFlex solution also delivers storage efficiency features such as thin provisioning, data 

deduplication, and compression for greater capacity and performance improvements. Additional operational 

efficiency is facilitated through features such as cloning and snapshots. 

This solution uses Cisco HyperFlex HX220c M4 Nodes, Cisco UCS fabric interconnects, Cisco UCS Manager, 

Cisco Nexus
®
 9372 platform switches, Cisco HyperFlex HX Data Platform (SDS) software, Citrix XenDesktop 

Version 7.8, and the VMware ESXi 6.0 Update 1b hypervisor. The HX220c M4 Nodes provide computing, cache, 
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Table 1 lists the main components used in a Cisco HyperFlex cluster and the versions tested. 

Table 1. Main Components of Cisco HyperFlex Cluster 

Layer Device Image 

Computing Cisco HyperFlex HX220c M4 Node – 

Cisco UCS 6248UP 48-Port Fabric Interconnect Release 2.2(6f)  

Network Cisco Nexus 9372 platform switch  Release 6.1(2)I3(1) 

Storage SSD: 1 x 120 GB and 1 x 480 GB SSD drives – 

HDD: 6 x 1.2-TB HDDs – 

Software  VMware vSphere ESXi Release 6.0 U1B 

VMware vCenter Release 6.0 U1B 

Cisco HyperFlex HX Data Platform Release 1.7.1 

 

The description of the solution architecture provides more details about how these components are integrated to 

form the Cisco HyperFlex HX Data Platform. 

Cisco HyperFlex HX-Series Hardware  

The Cisco HyperFlex HX220c M4 Node is an essential component in the design of Cisco HyperFlex software-

defined infrastructure. It combines the Cisco UCS C220 M4 Rack Server with the SDS functions of the Cisco 

HyperFlex HX Data Platform. Cisco HyperFlex HX-Series nodes are then integrated into a converged fabric by 

connecting to a pair of Cisco UCS 6248UP fabric interconnects. Cisco UCS Manager, hosted in the fabric 

interconnects, is used to manage all hardware in the cluster from a single console.  

Important innovations in the platform include a standards-based unified network fabric, Cisco virtualized interface 

card (VIC) support, and Cisco Extended Memory technology. The system uses a single-connect architecture, 

which eliminates the need for multiple Ethernet connections from each node in the cluster. Thus, cluster expansion 

is simplified, resulting in quicker deployment and fewer errors.  

Cisco Nexus 9000 Series Switches 

The solution requires a redundant set of low-latency, 10-Gbps switches for connection to shared services such as 

Microsoft Active Directory, Domain Name System (DNS), Network Time Protocol (NTP), Dynamic Host 

Configuration Protocol (DHCP), and VMware vCenter. The switches used for this purpose are a pair of Cisco 

Nexus 9372PX Switches operating in standalone mode. 

The Cisco Nexus 9372PX and 9372PX-E Switches provide a line-rate Layer 2 and Layer 3 feature set in a compact 

form factor. Each switch offers a flexible switching platform for both three-tier and spine-and-leaf architectures as a 

leaf node. With the option to operate in either NX-OS mode (for Cisco NX-OS Software) or ACI mode (for Cisco 

Application Centric Infrastructure [Cisco ACI
™

]), these switches can be deployed in small business, enterprise, and 

service provider environments. 

The Cisco Nexus 9372PX and 9372PX-E Switches have forty-eight 1- and 10-Gbps Enhanced Small Form 

Pluggable (SFP+) ports and six Quad SFP+ (QSFP+) uplink ports. All the ports are line rate, delivering 1.44 

terabits per second (Tbps) of throughput in a 1-rack-unit (1RU) form factor. 

To provide investment protection, a Cisco 40-Gbps bidirectional transceiver allows reuse of an existing 10 Gigabit 

Ethernet multimode cable plant for 40 Gigabit Ethernet. The solution also supports 1- and 10-Gbps access 

connectivity for data centers that are migrating access switching infrastructure to faster speeds. 
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Storage 

Physical storage in Cisco HyperFlex Systems is provided by individual hyperconverged nodes in the cluster. A 

converged node provides computing and memory resources, an SSD-based cache layer for staging read and write 

operations, and a capacity layer that includes varying numbers of spinning media (HDDs) for persistent storage.  

Cisco HyperFlex software consolidates isolated pockets of storage from individual converged nodes into a log-

structured file system called the Cisco HyperFlex HX Data Platform. The log-structured file system assembles 

blocks to be written to the cache until a configurable write log is full or until workload conditions dictate that it be 

destaged to a spinning disk. When existing data is (logically) overwritten, the log-structured approach appends a 

new block and updates the metadata. When the cache is destaged, the write operation consists of a single disk 

seek operation with a large amount of data written. This approach improves performance significantly compared to 

the traditional read-modify-write model, which is characterized by numerous seek operations and small amounts of 

data written at a time.  

Data blocks written to disk are compressed into objects and sequentially laid out in fixed-size segments. The 

objects are distributed across all nodes in the cluster to make uniform use of storage capacity. By using a 

sequential layout, the platform helps increase flash-memory endurance and makes the best use of the read and 

write performance characteristics of HDDs, which are well suited for sequential I/O. The platform includes 

enterprise features such as thin provisioning, space-efficient clones, and snapshots for data protection. Inline 

deduplication and compression are turned on by default and contribute to significant increases in resource 

utilization. 

The log-structured file system efficiently writes to the persistent tier by appending to the file system after 

compression. Native Cisco HyperFlex HX Data Platform snapshots, have low overhead and, unlike competitive 

solutions, do not suffer performance penalties as additional snapshots are created or deleted.  

VMware vSphere 

VMware vSphere provides a common virtualization layer (the hypervisor) for a computer’s physical resources: the 

VMware ESX host. The hypervisor allows provisioning of precisely controlled and fully functional virtual machines 

with the required CPU, memory, disk, and network connectivity characteristics. Virtual machines can run the 

operating system and application workload of choice in an isolated manner for increased utilization of the 

underlying hardware. 

The high-availability features of VMware vSphere 6.0 that are relevant to this solution include the following: 

● VMware vMotion: Provides live migration of virtual machines within a virtual infrastructure cluster, with no 

virtual machine downtime or service disruption 

● VMware Storage vMotion: Provides live migration of virtual machine disk (vmdk) files between data stores 

whether within or across storage arrays, with no virtual machine downtime or service disruption 

● VMware vSphere High Availability: Detects and provides rapid recovery for a failed virtual machine in a 

cluster 

● VMware Distributed Resource Scheduler (DRS): Provides load balancing of computing capacity in a 

cluster 

 

VMware vCenter Server provides a scalable and extensible platform that forms the foundation for virtualization 

management for the vSphere cluster. vCenter manages all vSphere hosts and their virtual machines. 
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Cisco HyperFlex HX Data Platform 

In a Cisco HyperFlex System, the data platform requires a minimum of three Cisco HyperFlex HX-Series 

converged nodes for the default three-way mirroring of data. To create a highly available cluster with N+1 

resiliency, the solution considers a minimum of four hyperconverged nodes per cluster. Each node includes a 

Cisco HyperFlex HX Data Platform controller that implements the distributed file system using internal flash-based 

SSD drives and high-capacity HDDs to store data. The controllers communicate with each other over 10 Gigabit 

Ethernet to present a single pool of storage that spans the nodes in the cluster. Individual nodes access data 

through a data layer using file, block, object, or API plug-ins. As nodes are added, the cluster scales to deliver 

computing, storage capacity, and I/O performance.  

In the VMware vSphere environment, the controller occupies a virtual machine with a dedicated number of 

processor cores and memory, allowing it to deliver consistent performance and not affect the performance of the 

other virtual machines in the cluster. The controller can access all storage resources without hypervisor 

intervention through the VMware VMDirectPath feature. It uses the node's memory and SSD drives as part of a 

distributed caching layer, and it uses the node's HDDs for distributed capacity storage. The controller integrates the 

data platform into VMware software through the use of two preinstalled VMware ESXi vSphere Installation Bundles 

(VIBs): 

● IO Visor: This scvmclient VIB provides a network file system (NFS) mount point so that the ESXi hypervisor 

can access the virtual disk drives that are attached to individual virtual machines. From the hypervisor's 

perspective, it is simply attached to a network file system. 

● vStorage API for Array Integration (VAAI): This storage offload API mechanism is used by vSphere to 

request advanced file system operations related to snapshots and cloning from the underlying storage 

subsystem. The controller causes these operations to occur by manipulating the metadata rather than 

actually copying data, providing rapid response and thus rapid deployment of new application environments. 
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Figure 1.   Cisco HyperFlex Data Optimization Flow 

 

As shown in Figure 1, the IO Visor intercepts workload traffic and stripes the block across available nodes in the 

cluster. The data then bypasses the hypervisor using VMDirectPath and is cached on the larger cache disk in one 

of the dedicated partitions. Replication across nodes takes place at this layer. Write blocks continue to be written to 

write logs until they are full, at which time they are marked as passive and destaged to disk. Data optimization 

processes such as deduplication and compression occur when the data is destaged from the cache and before it is 

written to disks. 

The data platform implements a log-structured file system that uses a caching layer in the SSDs to accelerate read 

requests and write responses, and a persistence layer implemented with HDDs for capacity. The log-structured 

layer replicates incoming data to one or more SSDs located in different nodes before the write operation is 

acknowledged to the application. This process allows incoming write operations to be acknowledged quickly while 

protecting data from SSD or node failures. If an SSD or node fails, the replica is quickly re-created on other SSDs 

or nodes using the available copies of the data.  

The distributed object layer also replicates data that is moved from the write cache to the capacity layer. This 

replicated data is likewise protected from hard-disk or node failures. A total of three data copies are available, 

enabling you to survive disk or node failures without risk of data loss. See the Cisco HyperFlex HX Data Platform 

system administration guide for a complete list of fault-tolerant configurations and settings.  
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● Remote PC access: This solution allows users to log in to their physical Windows PC from anywhere over a 

secure XenDesktop connection. 

● Server VDI: This solution is designed to provide hosted desktops in multitenant cloud environments. 

● Capabilities that allow users to continue to use their virtual desktops: These capabilities let users continue 

to work while not connected to your network. 

 

In the tests reported in this document, Citrix XenDesktop was deployed on the Cisco HyperFlex platform (Figure 2). 

Figure 2.   Logical Architecture of Citrix XenDesktop 

 

 

Citrix Provisioning Services 7.8 

Most enterprises struggle to keep up with the proliferation and management of computers in their environments. 

Each computer, whether it is a desktop PC, a server in a data center, or a kiosk-type device, must be managed as 

an individual entity. The benefits of distributed processing come at the cost of distributed management. It costs 

time and money to set up, update, support, and ultimately decommission each computer. The initial cost of the 

machine is often dwarfed by operating costs. 

Citrix PVS takes a very different approach from traditional imaging solutions by fundamentally changing the 

relationship between hardware and the software that runs on it. By streaming a single shared disk image (virtual 

disk [vDisk]) rather than copying images to individual machines, PVS enables organizations to reduce the number 

of disk images that they manage, even as the number of machines continues to grow, simultaneously providing the 

efficiency of centralized management and the benefits of distributed processing. 
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In addition, because machines are streaming disk data dynamically and in real time from a single shared image, 

machine image consistency is essentially ensured. At the same time, the configuration, applications, and even the 

OS of large pools of machines can be completed changed in the time it takes the machines to reboot. 

Using PVS, any vDisk can be configured in standard-image mode. A vDisk in standard-image mode allows many 

computers to boot from it simultaneously, greatly reducing the number of images that must be maintained and the 

amount of storage space that is required. The vDisk is in read-only format, and target devices cannot change the 

image. 

Benefits for Citrix XenApp and Other Server Farm Administrators 

If you manage a pool of servers that work as a farm, such as Citrix XenApp servers or web servers, maintaining a 

uniform patch level on your servers can be difficult and time consuming. With traditional imaging solutions, you 

start with a clean golden master image, but as soon as a server is built with the master image, you must patch that 

individual server along with all the other individual servers. Rolling out patches to individual servers in your farm is 

not only inefficient, but the results can be unreliable. Patches often fail on an individual server, and you may not 

know that you have a problem until users start complaining or the server experiences an outage. After that 

happens, getting the server resynchronized with the rest of the farm can be challenging, and sometimes a full 

reimaging of the machine is required. 

With Citrix PVS, patch management for server farms is simple and reliable. You start by managing your golden 

image, and you continue to manage that single golden image. All patching is performed in one place and then 

streamed to your servers when they boot. Server build consistency is assured because all your servers use a 

single shared copy of the disk image. If a server becomes corrupted, simply reboot it, and it is instantly restored to 

the known good state of your master image. Upgrades are extremely fast to implement. After you have your 

updated image ready for production, you simply assign the new image version to the servers and reboot them. You 

can deploy the new image to any number of servers in the time it takes them to reboot. Just as important, rollback 

can be performed in the same way, so problems with new images do not need to take your servers or your users 

out of commission for an extended period of time. 

Benefits for Desktop Administrators 

Because Citrix PVS is part of Citrix XenDesktop, desktop administrators can use PVS’s streaming technology to 

simplify, consolidate, and reduce the costs of both physical and virtual desktop delivery. Many organizations are 

beginning to explore desktop virtualization. Although virtualization addresses many of IT’s needs for consolidation 

and simplified management, deploying it also requires deployment of supporting infrastructure. Without PVS, 

storage costs can make desktop virtualization too costly for the IT budget. However, with PVS, IT can reduce the 

amount of storage space required for VDI by up to 90 percent. And with a single image to manage instead of 

hundreds or thousands of desktops, PVS significantly reduces the cost, effort, and complexity of desktop 

administration. 

Different types of workers across the enterprise need different types of desktops. Some require simplicity and 

standardization, and others require high performance and personalization. XenDesktop can meet these 

requirements in a single solution using Citrix FlexCast delivery technology. With FlexCast, IT can deliver every type 

of virtual desktop, each specifically tailored to meet the performance, security, and flexibility requirements of each 

individual user. 

Not all desktops applications can be supported by virtual desktops. For these scenarios, IT can still reap the 

benefits of consolidation and single-image management. Desktop images are stored and managed centrally in the 

data center and streamed to physical desktops on demand. This model works particularly well for standardized 
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desktops such as those in lab and training environments and call centers and thin-client devices used to access 

virtual desktops. 

Citrix Provisioning Services Solution 

Citrix PVS streaming technology allows computers to be provisioned and reprovisioned in real time from a single 

shared disk image. With this approach, administrators can completely eliminate the need to manage and patch 

individual systems. Instead, all image management is performed on the master image. The local hard drive of each 

system can be used for runtime data caching or, in some scenarios, removed from the system entirely, which 

reduces power use, system failure rate, and security risk.  

The PVS solution’s infrastructure is based on software-streaming technology. After PVS components are installed 

and configured, a vDisk is created from a device’s hard drive by taking a snapshot of the OS and application image 

and then storing that image as a vDisk file on the network. A device used for this process is referred to as a master 

target device. The devices that use the vDisks are called target devices. vDisks can exist on a PVS or file share, or 

in larger deployments, on a storage system with which PVS can communicate (Small Computer System Interface 

over IP [iSCSI], SAN, network-attached storage [NAS], and Common Internet File System [CIFS] solutions). vDisks 

can be assigned to a single target device in private-image mode, or to multiple target devices in standard-image 

mode. 

Citrix Provisioning Services Infrastructure 

The Citrix PVS infrastructure design directly relates to administrative roles within a PVS farm. The PVS 

administrator role determines which components that administrator can manage or view in the console. 

A PVS farm contains several components. Figure 3 provides a high-level view of basic PVS infrastructure and 

shows how PVS components might appear within that implementation. 

Figure 3.   Logical Architecture of Citrix Provisioning Services 
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The following new features are available with PVS 7.8: 

● Streaming Microsoft Windows Hyper-V Virtual Hard Disk (VHDX) formatted disks 

● Support for Microsoft Windows 10 Enterprise and Professional editions 

● Support for Unified Extensible Firmware Interface (UEFI) enhancements 

● New licensing grace period for PVS; changed from 96 hours to 30 days, for consistency with XenApp and 

XenDesktop 

● Enhancements to the API 

● Virtual graphics processing unit (vGPU)–enabled XenDesktop machines provisioning using the PVS 

XenDesktop Setup Wizard 

● Support for Microsoft System Center Virtual Machine Manager (SCVMM) Generation 2 virtual machines 

● FIPS support 

● XenApp session recording enabled by default 

 

Solution Architecture 

Figure 4 shows the cluster topology described in this document. 

Figure 4.   Cluster Topology 
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Reference Configuration 

The hardware platform consists of nodes with dual processors and 384 GB of memory each. The processors are 

Intel
®
 Xeon

®
 processor E5-2680 v3 CPUs, each with 12 cores and operating at 2.5 GHz. The density and number 

of memory DIMMs selected are consistent with Intel’s recommendations for optimal performance given the number 

of memory channels and DIMMs supported by each CPU (Figure 5). 

Figure 5.   Processor Configuration 
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Hardware and Software Specifications  

Table 2 provides cluster-based specifications. It shows the hardware required for a minimum configuration cluster 

with N+1 resiliency.  

Table 2. Cluster-Based Specifications 

Description Specification Notes 

Hyperconverged nodes 8 Cisco HyperFlex HX220c M4 Nodes A cluster can consist of 4 to 8 nodes. 

Fabric interconnects  2 Cisco UCS 6248UP fabric 

interconnects 

Fabric interconnects provide policy-based stateless 

computing. 

Layer 2 switches  2 Cisco Nexus 9372PX Switches Optional: Deploy a pair of any 10-Gbps switches for 

connectivity. 

 

Table 3 provides individual node specifications. It presents component-level details for each node of the cluster 

used in the tests reported in this document. 

Table 3. Individual Node Specifications 

Description Specification Notes 

CPU 2 Intel Xeon processor E5-2680 v3 CPUs   

Memory 24 x 16-GB DIMMs   

FlexFlash Secure Digital (SD) card 2 x 64-GB SD cards Boot drives 

SSD 1 x 120-GB SSD Configured for housekeeping tasks 

  1 x 480 GB SSD Configured as cache 

HDD 6 x 1.2-TB 10,000-rpm 12-Gbps SAS drives Capacity disks for each node 

Hypervisor VMware vSphere 6.0 U1B Virtual platform for SDS 

Cisco HyperFlex HX Data Platform 
software (SDS) 

Cisco HyperFlex HX Data Platform Release 1.7.1   

 

You can use the VMware vCenter web client to obtain an enterprisewide view. You can set up each vCenter server 

instance to manage multiple Cisco HyperFlex HX-Series clusters to scale with separation across clusters for 

greater security. You can also then extend this model by connecting multiple instances of vCenter servers using 

vCenter linked mode if desired. Linking multiple vCenter instances allows you to view and search resources across 

all instances (Figure 6).  
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Figure 6.   Enterprisewide View 

 

 

Table 4 shows a device-level mapping between the Cisco HyperFlex components and the underlying node 

hardware.  

Table 4. Device-Level Mapping 

Component Function Cisco HyperFlex HX220c Device Comments 

Boot (ESXi) FlexFlash SD cards 1 and 2 SD card 1 mirrored to SD card 2 

Control virtual machine bootstrap FlexFlash SD cards 1 and 2 SD card 1 mirrored to SD card 2 

Control virtual machine housekeeping, data, 
and logs 

SSD 1 in front-slot 1 (120 GB) /var/log, /var/core, and /zookeeper (housekeeping) 

Cache layer SSD 2 in front-slot 2 (480 GB) Intel 3610-based high-endurance SSD for caching 

Capacity layer 6 x 1.2-TB HDDs in slots 3 to 8 10,000-rpm 12-Gbps SAS HDDs 
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Network Layout  

Figure 7 shows a virtual network interface card (vNIC), which is a virtual machine NIC (vmnic), and virtual switch 

(vSwitch) setup for networking. The goal is to provide redundant vNICs for each vSwitch and to provide parallel 

paths with sufficient bandwidth and separation to prevent congestion from affecting performance. Four VLANs are 

created: for management (routable subnet), NFS storage (jumbo frames), production workload traffic, and VMware 

vMotion (jumbo traffic). 

Figure 7.   Network Layout 
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Figure 8 shows the configuration for this design. 

Figure 8.   Networking Configuration 

 

 

Quality-of-Service Setup in Cisco UCS Manager 

Quality of service (QoS) refers to the capability of a network to provide better service to selected network traffic. 

The primary goal of QoS is to provide priority for specific traffic, including dedicated bandwidth and latency and 

improved loss characteristics. In configuring QoS, you also need to help ensure that prioritizing one type of traffic 

flow does not make other flows fail.  

Some of the four subnets used in this design require larger frames, or jumbo frames, which are any frames with a 

payload of more than 1500 bytes. For the fabric interconnects to pass along these jumbo frames, the appropriate 

priority needs to be set in the QoS system class section in Cisco UCS Manager. Table 5 shows the settings: 

priority, class of service (CoS), maximum transmission unit (MTU), etc.  


































